
Growth and simulation of high-aspect ratio nanopillars by primary
and secondary electron-induced deposition

J. D. Fowlkes,a� S. J. Randolph, and P. D. Rack
The University of Tennessee, Knoxville, The Department of Materials Science and Engineering,
434 Dougherty Engineering Building, Knoxville, Tennessee 37996-2200

�Received 2 June 2005; accepted 6 September 2005; published 2 December 2005�

While several studies have suggested that secondary electrons dominate electron beam induced
deposition �EBID�, we demonstrate that primary electrons �PE’s� contribute significantly to the
deposition for nanoscale EBID over the electron beam energy range �500–20 keV�. High-aspect
ratio pillar growth is a signature of EBID; W nanopillar growth on SiO2 substrate yielded a growth
rate of 6 nm s−1 and a nanopillar aspect ratio of �50. A simple integration of the primary, secondary,
and backscattered electron distributions versus a dissociation cross section for WF6 suggests that all
three electron species should contribute to the total volume of the deposited nanopillar, contrary to
reports that suggest that secondary electrons dominate the process. A three-dimensional, Monte
Carlo simulation including time correlated gas dynamics and species specific deposition was
developed to help elucidate which of the relevant electron species, primary �PE’s�, secondary �SE’s�,
and/or backscattered electrons �BSE’s�, induce the dissociation of precursor gas and lead to
nanopillar growth. PE’s and secondary electrons produced from the incident beam �SEI’s� were
found to induce the vertical nanopillar growth component relative to secondary electrons induced
from backscattered electrons �SEII’s� and BSE’s. © 2005 American Vacuum Society.
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I. INTRODUCTION

The controlled growth and manipulation of materials at
the nanoscale is a crucial element for the future of nanotech-
nology. Specifically, the future of nanoscale processing and
nanomanufacturing will require site-selective directed as-
sembly techniques for critical level processing. Current tech-
niques to selectively deposit or etch microscopic features uti-
lize ion beam deposition and etching, laser ablative etching
using far field and near field optics, and mechanical abrasion
using a fine microtip. Of these techniques, focused ion beam
�FIB� processing is probably the most mature technology
that has been extended into the nanoscale.1 While suitable for
many applications, FIB processing has several drawbacks
that make it difficult to extend to many nanoscale applica-
tions. The most severe drawback when using a gallium fo-
cused ion beam is the gallium implantation into the substrate,
which can deleteriously change the physical properties �op-
tical, electrical, mechanical, biological…� of the substrate.2

Additionally, charging inherent to the ion-solid interaction
causes proximity effects and can also lead to so-called “ri-
verbed effects” which erodes nearby features when the heavy
ion beam is scattered and induces sputtering. Consequently,
while FIB processing is a very effective technique in many
microscale applications,3–10 an alternative damage-free site-
selective processing technique is needed for emerging nanos-
cale processing applications.

Focused electron beam processing or electron-beam in-
duced deposition �EBID� has been demonstrated as a viable
technique for depositing microscopic and nanoscopic mate-
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rials. Broers et al.11 were the first to make use of so-called
contamination staining observed in electron microscopy to
grow very thin metal lines by the electron stimulated decom-
position of a metal containing precursor gas. Subsequent to
this, a variety of materials have been deposited using a fo-
cused or a broad electron source including carbon,12

copper,13 chromium,14 gold,15–18 iron,19,20 silicon,21 silicon
oxide,22 palladium,23 platinum,24,25 tungsten,26–35 and zirco-
nium oxide.36 For example, a feature size as small as 8.3 nm
was deposited at high energies �200 keV� in a scanning
transmission electron microscope.37 Kohlmann-von Platen et
al. deposited tungsten nanopillars by electron beam stimu-
lated dissociation of W�CO�6 precursor gas; secondary elec-
trons were suggested to control nanopillar diameter over the
entire growth cycle because the Gaussian tails of the incident
beam slowly widen the growing nanopillar at the base due to
secondary electron stimulated EBID.38 Hiroshima and Ko-
muro deposited W wires from the EBID of WF6 precursor39

by a beam raster process and also attributed nanopillar diam-
eter growth to SE stimulated deposition. Koops et al.indi-
cated that BSE’s induced deposition at the flanks of growing
features and limited the aspect ratio achievable by an
electron-stimulated process.40

II. EXPERIMENT

A. Experimental nanopillar growth

In this work, we have used a custom-built gas delivery
system affixed to a Hitachi 4300-SN scanning electron mi-
croscope �SEM�. The details of the gas delivery system are
described in detail elsewhere.35 Figure 1 illustrates a depos-

ited tungsten nanopillar grown under the following condi-
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tions: spot or stationary beam mode, 30 keV beam energy,
50 pA beam current, 6.0�10−5 Torr WF6 background pres-
sure, an estimated flux enhancement factor of 100 �WF6 gas
flux of �7.0�1015 WF6/ �cm2 s�� on a SiO2 thin film sub-
strate. The nanopillar exhibited a very high aspect ratio due
to the high vertical growth rate of the structure with a nearly
cylindrical morphology. The aspect ratio for the tungsten
nanopillar shown is �50 where the final height of the nano-
pillar is 3.6 �m �6 nm s−1 growth rate� and the full width at
half maximum �FWHM� of the nanopillar is 68 nm. The side
branch protruding from the nanopillar template was grown
by tilting the substrate illustrating the potential for three-
dimensional processing.

B. Summary of three-dimensional Monte Carlo based
EBID predictor

A three-dimensional, Monte Carlo simulation was devel-
oped to help elucidate which of the relevant electron species
emitted from the surface during irradiation, among PE’s,
SE’s, and BSE’s, induce the dissociation of precursor gas and
lead to nanopillar growth. The role of this article is not to
provide the details of the simulation but rather to use the
results of the simulation to aid in understanding the EBID
process. The details of the model will be described in a sub-
sequent publication. The probability of deposition by PE’s,
SE’s, and BSE’s as a function of primary beam energy, the
growth rate of the nanopillar due to each species, and the role
each plays in the development of the nanopillar morphology
are simulated and discussed. In addition, a dissociation cross
section for WF6 gas is derived from the total ionization cross
section of this molecule and justification is made for the
derivation process. The probability of deposition per electron
species is discussed. The model system used for the simula-
tions was W deposited on an atomically flat germanium �Ge�
substrate by the dissociation of WF6 precursor gas. As a
representative example it was found that at an electron ac-
celerating voltage �E0� of 5 keV, all electron species contrib-
uted significantly to the volume of the W deposit. However,
the PE’s and SEI’s interact with the nanopillar over a much
narrower spatial extent than do the SEII’s and BSE’s and
hence exhibited a higher current density over the nanopillar

I

FIG. 1. W nanopillar deposited on SiO2 substrate with a primary beam
energy of E0=30 keV and iB=50 pA. The nanopillar was grown for
t=10 min in 6.0�10−3 Torr WF6 precursor. A Hitachi 4300 SEM was used
with the microscope parameters of working distance �WD�=6.5 mm, in sta-
tionary spot mode at a magnification of �30000.
surface. As a result, the PE’s and SE ’s were found to induce
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the vertical growth and the BSE’s and SEII’s contribute to
radial broadening of the nanopillars.

III. APPROXIMATE WF6 DISSOCIATION CROSS
SECTION

A significant drawback to the development of an accurate
EBID simulator is the deficiency of dissociation cross-
section data for precursor gas species. This is due primarily
to the difficulties associated with performing experiments of
this type; the detection of neutral products following disso-
ciation events is difficult. The available data from literature
sources applies predominantly to simple gases such as H2

and N2
41 and carbon based species such as CHy.42 Experi-

ments to determine the ionization cross section are far easier
to perform. Here, the total ionization cross section for WF6

gas was slightly modified to better represent a dissociation
cross section and used in our EBID simulation. It is well
documented that the shape of the ionization and dissociation
cross-section curves are similar.43,44 For most molecules the
dissociation cross section has a lower threshold energy, a
maximum at lower electron energies, and also has a higher
maximum value than the ionization cross section. Conse-
quently, the total ionization cross section was modified by:
�1� shifting the threshold ionization energy to a lower value
of E=5.7 eV which is the W–F bond energy and, �2� by
scaling the value of the cross section at low energies 12 eV
�E�100 eV where dissociation events are more probable
than ionization events relative to C2H5 for which both disso-
ciation and ionization data are available. The EBID of C2H5

was simulated first by Silvis-Cividjian et al.37 based on the
data of Alman Ruzic, and Brooks.43 The same data have been
used in this work for two reasons: to correct the WF6 ioniza-
tion cross section in order to make it resemble more a disso-
ciation cross section and to have a benchmark for comparing
our simulation with that of Silvis-Cividjian.37

The total ionization cross section for electron scattering
from WF6 as a function of energy ��E� was determined by
Basner, Schmidt, and Deutsch experimentally and reprinted
by Kwitnewski, Ptasinska-Denga, and Szmytkowski.45,46 Our
approach is to reproduce the data from Kwitnewski and co-
workers in a functional form commonly used for ionization
cross sections47–49 using a fitting algorithm in the MATH-

EMATICA® software package. The algorithm yielded an equa-
tion of the form

��E� = �A1�1 −
1

E
� + A2�1 −

1

E
�2

+ A3� log E

E
� + A4 log E� 1

E
, �1�

where the Ax’s represent constants and E is the electron
energy.47,48

MATHEMATICA® applies a least-squares fit to a
linear combination of input functions and approximates the
data. This equation was derived from the binary-encounter-
Bethe model49 which combines the Mott cross section and
the high temperature behavior of the Bethe cross section.

This functional form is typically reported for energies up to
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5 keV, but is expected to be a reasonable approximation for
the energies reported here as the drop off in � with increas-
ing energy is much less severe than reported in Ref. 43.

The total ionization cross section was subsequently modi-
fied to approximate the dissociation cross section for WF6.
Silvis-Cividjian50 simulated the deposition of carbon at high
beam energies �E0�20 keV� using the estimated dissocia-
tion cross section for C2H5 from Alman, Rugic, and
Brooke.43 We applied a scaling procedure based on the ratio
of dissociation cross section for C2H5��d,C2H5

� and the ion-
ization cross section for C2H5��i,C2H5

�

�d,WF6
= ��d,C2H5

�i,C2H5

	 · �i,WF6
, for

�d,C2H5

�i,C2H5

� 1, �2�

�d,WF6
= �i,WF6

, for
�d,C2H5

�i,C2H5

� 1. �3�

Molecular dissociation occurs preferentially at low energies
�E�100 eV� relative to ionization for most molecules and
Eq. �2� modifies the ionization cross section to account for
this. Figure 2 shows a plot of the ionization total cross sec-
tion for WF6 shown superimposed with the modified disso-
ciation cross section, and the dissociation and ionization
cross section for C2H5 from Alman, Rugic, and Brooke43 and
used by Silvis-Cividjian et al.37 For electron energies
E�100 eV the modified dissociation cross section and ion-
ization total cross section were assumed to be equivalent.
This was done based on the fact that the dissociation cross
section in Ref. 43 for C2H5 decreases in magnitude too
steeply beyond 25 eV. For example, the dissociation cross
section decreases ten orders of magnitude from
E=120 eV to E=1900 eV based on the functionality applied

43

FIG. 2. Approximate dissociation cross section for WF6 gas �log � vs log E�
estimated from the experimental determined ionization cross section for
WF6 �see Refs. 45 and 46� and the estimated dissociation and ionization
cross sections for C2H5 based on extrapolations from experimental data on
CHx species �see Ref. 43�.
by Alman, Rugic, and Brooke. This is a severe underesti-
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mation of the dissociation probability at high energy and is
related to the fitting procedure used43 as they were interested
primarily in the accuracy of fit at low energies. In the case of
CF4, the measured dissociation cross section at E=600 eV is
only one half of the value of the maximum at E=100 eV,51

which illustrates that there is less severe drop in dissociation
cross section with energy relative to what is used in Ref. 37.
The curve fitting described in Ref. 43 applied to CH3 and
CH2 data42 was fit for the energy range of 0–100 eV, which
makes it impractical for use at high energies. Moreover, Al-
man and co-workers extrapolated the cross sections for CxHy

species from CHy data due to the difficulties associated with
collecting dissociation cross section experimental data for
heavier hydrocarbon species. Hence, we feel that the prob-
ability of dissociation at high energies is strongly underesti-
mated by extrapolating the data from Alman43 and we as-
sume that the total ionization cross section is a reasonable
approximation of the dissociation cross section at
E�100 eV. We also speculate that ionization events could
also induce deposition via exchange processes, because
when the SE yield is �1 the near surface region should be
negatively charged.

Figure 3 shows the approximated dissociation cross sec-
tion up to an electron energy of 5 keV. Also shown in Fig. 3
is a representative and normalized secondary electron �SE�
and BSE distribution for germanium at 5 keV that were gen-
erated by a Monte Carlo scattering based simulation. Monte
Carlo simulations of electron-solid interactions have been
shown to accurately and precisely predict the spatial distri-
bution of SE and BSE species as well as the energy distribu-
tion of BSE species.52,53 Simple empirical models that incor-
porate experimental results to “calibrate” SE emission have
also accurately predicted the energy profiles of emitted

54,55

FIG. 3. Secondary �SE� and backscattered �BSE� energy distributions from a
flat Ge substrate derived by a Monte Carlo simulation of 5000 electrons �an
average of ten simulations� superimposed with the approximated WF6 dis-
sociation cross section. All distributions and cross sections have been nor-
malized to unity and the energy axis is plotted in logarithmic form.
SE’s.
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IV. CALCULATED AND SIMULATED NANOPILLAR
GROWTH BY EBID

A. Dissociation probability

The probability Q of electron-induced molecular dissocia-
tion per electron is governed by the following analytical
expression that represents a macroscopic dissociation
probability:

Q =
� · S	

nPE
· 


Ei

Ef

nx�x,y,t,E� · ��E�dE , �4�

where nx�E� is the electron energy distribution �Fig. 3� of the
particular electron species and where x=SEI, SEII, BSE, or
PE, ��E� is the dissociation cross section and � is the per-
centage surface coverage of adsorbed precursor molecules
and S	 is the atomic surface site density. In the case of all
types of electron species, the electron energy distributions
are a function of nanopillar shape and size which continu-
ously changes during growth. Equation �4� was used to cal-
culate the probability of dissociation of WF6 by PE, BSE,
SEI, and SEII species on a Ge substrate and the growing
tungsten nanopillar to determine which electron species in-
duces the most dissociation events per incident electron. The
number of electrons versus energy n�E� was generated using
a Monte Carlo simulation to generate probable electron tra-
jectories in an atomically flat Ge substrate at 5 keV. The
normalized n�E� spectra for BSE and SE’s is shown in Fig. 3
superimposed with the approximated WF6 dissociation cross
section. The output BSE �
� and SE ��� coefficients from the
simulation closely match experimental values of � and 
 for
Ge irradiated at E0=5 keV; namely �=0.704 and 
=0.332.
These coefficients are not expressed explicitly in Eq. �4� but
rather are accounted for in the Monte Carlo simulation, spe-
cifically in the term n�E�. For example, for the case of back-
scattered electrons, the coefficient is implicitly contained in
Eq. �4� in the integral term as



50 eVi

E0

nBSE�E�dE = 
Ib, �5�

where 
Ib is the area underneath the backscattered electron
energy distribution.

Initially it was expected that SE-induced deposition
would be the sole or dominant contributor to nanopillar

TABLE I. Calculated �nd� and simulated �ndm� number of dissociation events
W atom. The complete table consists of the �rinteraction� average radius of the
of dissociation �Q�, and the probability of dissociation normalized to the inte
white column for nd,m represents the simulated number of dissociation eve
column for nd,md represents the simulated number of dissociation events for

f interaction

�nm�
Coefficient

, �1, & �2

I
�pA�

Id,avg.

�pA/nm2�

PE 2.5 1 0.615 3.13E−02
SEI 2.5 0.436 0.268 1.37E−02
SEII 5.6 0.809 0.165 1.68E−03
BSE 120 0.332 0.204 4.51E−06
growth based on existing works in experimental and simu-
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lated EBID.32,37–39 However, our initial calculations indi-
cated that PEs are a significant EBID growth source. Table I
lists the dissociation probability Q for PE, SEI, SEII, and
BSE’s obtained by evaluating the integral in Eq. �4� using
Simpson’s approximation and the energy distributions from
Fig. 3 for E0=5 keV and 5 nm FWHM Gaussian beam irra-
diation of a flat, Ge substrate surface covered with WF6 pre-
cursor ��=1� and an SEI, SEII and BSE coefficient of
�1=0.436, �2=0.809, and 
=0.332, respectively. The simu-
lation was run to validate the analytical calculations of the
contribution of the different electron species to EBID
growth. The simulation conditions began with a surface cov-
erage of �=1 �assuming Langmuir adsorption� and EBID
was allowed to propagate with PWF6

=80 Torr and an aver-
age desorption time �=
. While this localized pressure is
relatively high compared to normal EBID experimental con-
ditions, this pressure is required to illustrate the case of a
saturated surface ��=1� at all times. Thus, this represents a
case in which the process is reaction rate limited. In future
publications, we will elaborate on the effect of mass trans-
port limited processes. The simulator updates the surface
coverage per incident electron. Figure 4 shows a macro-
scopic illustration of a W nanopillar that has grown to a
noticeable height above the Ge substrate surface. The elec-
tron trajectory shown in the diagram was chosen to illustrate

000 virtual electrons. Each dissociation event induces the deposition of one
ction area for each species, coefficients, current, current density, probability
on area and the probability of dissociation by primary electrons �Qarea�. The
er species if that species were only one capable of dissociation. The gray
led interactions between electron species.

nd

for 5000 e−
ndm

for 5000 e−
ndmd

for 5000 e−
Qarea

normalized

915 901 901 1.00
775 783 658 0.85
500 443 430 1.09E−01
95 97 93 4.51E−05

FIG. 4. Illustrated cross section through the central axis of a deposited W
nanopillar and a possible electron trajectory through the WF6–Ge–W ma-
terial set. Six deposition events are possible and are indicated in the figure.
Backscattered electrons �BSE’s� may induce deposition on leaving the nano-
pillar surface �BSEII�, on reentry into the Ge substrate �BSEIII�, and/or on
exiting the Ge surface �BSEI�. Secondary electrons have a very shallow
escape depth and may induce deposition, following their creation just below
the surface, when a primary electron enters the surface, within �5� of the
electron entry point �SEI�, or following their creation when a backscattered

II
per 5
intera
racti
nts p
coup

Q

0.183
0.155
0.100
0.019
electron leaves the surface �SE �.
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all of the possible types of dissociation and deposition
events. The total contribution from the three possible BSE
deposition events labeled in Fig. 4 has been collapsed into
one term and referred to BSE throughout this article due to
the minimal contribution of BSE’s to the total growth pro-
cess. Table I shows that the probability for deposition is
highest for EBID by PE’s �Q=0.183� and SEI’s �Q=0.155�
while SEII’s �Q=0.100� and BSE’s �Q=0.019� are slightly
less probable. The number of species dissociated per electron
�nd� was then calculated simply as nd=ne�Q where ne is the
number of electrons and in the case for Table I was set to
5000. The adjacent column labeled ndm represents the num-
ber of species dissociated per electron type as simulated by
the three-dimensional Monte Carlo EBID simulation. For
each type of electron, the dissociation probability was set to
zero for the other electron species because in the simulation
the dissociation probabilities are coupled via surface cover-
age. Thus, in order to compare these values with those cal-
culated by Simpson’s approximation �column nd� the disso-
ciation probabilities had to be decoupled. The coupling
occurs as follows, if a PE enters the substrate and induces a
deposition at a specific pixel �x ,y�, a SEI generated by that
PE may emerge from the surface through the same pixel
�x ,y�. However, the gas previously adsorbed at that pixel
could have been converted to tungsten by the PE-induced
event. Thus, there is a dynamic component to the model
where electron species have access to adsorbed gas in the
following order: PE’s have first access followed by SEI’s
followed by SEII’s and BSE’s. This dynamic effect arises as
a result of the frequency with which the surface coverage is
updated in time. The surface coverage is updated after each
primary electron either comes to rest in the solid or if it is
backscattered and exits the surface in a positive �or upward�
z direction. Moreover, this coupling simulates accurately the
real situation considering the gas impingement is relatively
slow relative to the production of secondary and backscat-
tered electrons. The results of the dynamic, time-dependent
simulation are listed in the gray shadowed column labeled as
ndmd. The column reflects the initial access of PE’s to the
adsorbed surface layer; the number of atoms deposited per
primary electron has not changed significantly between the
decoupled and coupled simulations. However, the SE’s are
effected by the PE’s having first access to the gas and the
number of atoms deposited by SEI’s and SEII’s was reduced
6.7%. The BSE’s, on the other hand, have final access to the

TABLE II. Simulated, average secondary electron coefficient �� for the W
nanopillar� as a function of incident electron beam energy, and the standard
deviation. The magnitude of SE-induced deposition scales with the second-
ary electron coefficient �see Fig. 5�.

E0 �eV� � ±��

500 1.243 0.01
2000 1.404 0.011
5000 0.735 0.005

10 000 0.424 0.007
adsorbed layer yet the number of atoms deposited by this
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species does not change between the two simulations. The
BSE’s are emitted, however, from a significantly larger sur-
face area A=��120 nm2 �Table II� compared with the other
electron species and hence have access to adsorbed gas
around the perimeter of the main deposit where the other
electrons species are not emitted.

The data in Table I, column Q represents the total prob-
ability of dissociation and deposition per electron species.
This dissociation probability Q can be rearranged mathemati-
cally to represent the contribution of the electron species to
the vertical growth velocity of the nanopillar �Qarea�. Qarea is
the probability a monolayer of atoms will be deposited nor-
mal to the substrate surface per electon species. The area
subscript indicates that the probability has been normalized
to the probability of deposition of a monolayer of atoms by
PE’s. The contribution of both SEII- and BSE-induced depo-
sition are strongly dependent on whether bulk, volumetric
deposition �Q� or vertical, linear deposition �Qarea� is being
considered. SEII’s are one order of magnitude and BSE’s are
five orders of magnitude less likely to induce vertical nano-
pillar growth, respectively, than PE’s based on the FWHM of
their emission profiles from the surface. The effective current
density of SEII’s and BSE’s emerging from the substrate is
much lower than for the case of PE’s and SEI’s because they
emerge over a much larger area of surface as the nanopillar
grows and hence the monolayer deposition rate for these spe-
cies is significantly lower.

B. Vertical nanopillar growth by primary
and secondary electrons

Figure 5 shows a plot of the simulated contribution of
PE’s and SEI’s to the vertical growth rate of a tungsten nano-

FIG. 5. Percent relative contribution to vertical nanopillar growth for PE and
SEI electron species. The simulation was carried out at E0=500, 2000, 5000,
and 20 000 eV. The plot has been normalized to the percent relative contri-
bution of PE’s to the vertical growth rate at E0=500 eV.
pillar versus electron beam accelerating voltage, from
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E0=500 eV to 20 keV, where the y axis is in the form of the
percentage of monolayers deposited per electron species.
SEII’s and BSE’s have not been included in the figure be-
cause they contribute insignificantly to the vertical growth
rate of nanopillars as described in the previous paragraph.
The simulations were carried out under the conditions of a
saturated, monolayer surface coverage ��=1� using a beam
current of iB=0.615 pA. For this case, the growth rate is
limited by the electron beam reaction with the precursor and
not dependent on the precursor flux to the growth surface.
PE’s most significantly contributed to the final nanopillar
height for all electron beam energies simulated while SE’s
contributed appreciably at the intermediate energies of 2 and
5 keV. The contribution to vertical growth by PE’s steadily
increased as the incident electron beam energy decreased.
This trend is due entirely to the increased probability of pre-
cursor dissociation by PE’s at low energy. The nPE���E�
product steadily increases as the beam energy is decreased to
E0=25 eV and hence the probability of precursor dissocia-
tion is increased at lower beam energies. As opposed to PE-
induced dissociation, secondary electron-induced deposition
exhibited a maximum over the energy range studied. SE-
induced deposition was found to correlate strongly with the
number of SE’s emitted from the W nanopillar per incident
beam energy. The number of secondary electrons leaving the
sample is expressed in terms of the primary incident beam
current; for an incident current of iB C/s, �ib C/s of secondary
electrons are emitted from the irradiated surfaced where � is
the secondary electron coefficient. Listed in Table II are the
simulated secondary electron coefficients for each electron
beam energy node. These simulated coefficients agree well
with experimental values as the simulation was calibrated
with experimental data for all beam energies. For example,

FIG. 6. Simulated ratio of the total number of W atoms deposited by sec-
ondary electrons �nSE�, SEI’s+SEII’ s to the total number of W atoms de-
posited by primary electrons �nPE�. The contribution of secondary electrons
to W deposition increases in time due to the evolution of the nanopillar
structure.
Reimer and Tolkamp showed that at E0=1 keV the second-

J. Vac. Sci. Technol. B, Vol. 23, No. 6, Nov/Dec 2005
ary electron coefficient was �=1.64, whereas at a higher
beam energy of E0=10 keV the coefficient dropped to
�=0.393.56 The dissociation induced by SE’s was a maxi-
mum at E0=2 keV �Fig. 4� and corresponds to the energy at
which the secondary electron coefficient for tungsten was a
maximum ��=1.404, E0=2 keV� for the four energies simu-
lated �Table II�.

Figure 6 shows a plot of the ratio of the total number of W
atoms deposited by secondary electrons �nSE�, both SEI’s and
SEII’s, to the total number of W atoms deposited by primary
electrons �nPE�. Clearly, secondary electrons contribute more
to the volume of W atoms in the growing aggregate as the
simulation times increase and the nanopillar structure
evolves. The number of secondary electrons escaping the W
aggregate increases continuously up to t�1.5�10−3 s due to
the additional surface area evolving on the growing, vertical
nanopillar structure �h=4.5 nm, FWHM=4.5 nm�. The evo-
lution of a nanopillar morphology leads to the emission of
more secondary electrons because only secondary electrons
generated near the surface have a likely probability of escape
because of their short mean free path ���3–5 nm�. Hence,
as the nanopillar aggregate develops a high-aspect ratio
shape, more secondary electrons escape and the quantity of
SE-induced dissociation increases.

Figure 7 is a plot of the nanopillar growth rate as a func-
tion of time for each contributing electron species. The data
were derived from the same simulation as was used to pro-
duce Fig. 6. The vertical nanopillar growth rate in monolay-
ers per second is highest for primary electrons. SEII’s con-
tribute less to vertical growth because these species induce
deposition over the entire nanopillar surface while PE’s in-
duce deposition in the confined region of the Gaussian
shaped beam. The growth rate curves for PE’s and SEI’s have
the same shape because SEI’s are generated by PE’s as they

FIG. 7. Growth rates in monolayers tungsten/s separated based upon the
electron species responsible for deposition. The PE’s and SEI’s most signifi-
cantly contribute to the vertical growth of the W nanopillar.
enter the nanopillar aggregate and hence their mutual depen-
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dence on morphology should be the same. However, as the
nanopillar aggregate grows vertically, the surface area over
which SEII’s may induce deposition increases and hence
more atoms are required to deposit a monolayer of W atoms
as a function of time for SEII’s. This effect is counterbal-
anced by the fact that more SEII’s are emitted from the nano-
pillar structure but the deposition rate is still insufficient to
rival the more significant mechanisms of PE and SEI-induced
growth. The simulation was terminated at steady-state nano-
pillar growth and this termination point was t=2.5�10−3 / s.
Beyond this time the electron interaction volume was con-
fined to the nanopillar structure, with minimal penetration
into the substrate, and PE, SE, and BSE growth rates reached
steady state.

V. FUTURE OUTLOOK

This article represents our first description of the EBID
simulator and compares the growth mechanisms for a reac-
tion rate limited simulation. In future reports, we will show
the utility of the simulation to predict: �1� morphology dif-
ferences �cylindrical versus conical growth� as a function of
the growth parameters; �2� lateral resolution versus nano-
structure height for reaction and mass transport limited pro-
cesses; �3� the effects that the deposited material �SiO2 vs W�
has on the morphology and resolution; �4� the effects that gas
surface diffusion can have on the resolution and growth rate
for an otherwise mass transport limited process.

VI. CONCLUSIONS

In summary, the simulation results of the EBID of W from
WF6 precursor on a Ge substrate for a host of beam energies
revealed that high-aspect ratio growth dominates over the
entire energy domain. The E0=5 keV beam energy was stud-
ied by calculating and simulating the probability of EBID for
PE’s, SEI’s, SEII’s, and BSE’s. The integration of the disso-
ciation cross section�electron species energy distribution
product reveals that the PE’s and SEI’s should be the domi-
nant species responsible for observed vertical W nanopillar
growth. A Monte Carlo growth simulation was used to deter-
mine the energy and spatial distribution of each type of elec-
tron and was used to compare the probability that each elec-
tron has to dissociate the WF6 precursor. The role that PE,
SE, and BSE plays in the deposition process was determined
in terms of how each species affects the vertical growth rate
and resolution of nanopillar growth. PE’s and SEI’s induce
vertical nanopillar growth because they are the most prob-
able electron species to induce precursor dissociation and the
subsequent deposition and their current densities are higher
relative to SEII’s and BSE’s. The contribution of SEI-BID to
nanopillar vertical growth velocity as a function of primary
electron energy was found to correlate with the secondary
electron coefficient.
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